
  

 

Abstract—The decentralized group key agreement scheme 

allows a group of participants to exchange private multicast 

messages via the protection of a group session key in the group. 

Recently, Zhu proposed the first group authentication key 

agreement scheme based on chaotic maps and the structure of a 

group is organized in an ordered chain. Thus each participant 

needs to establish two temporary two-party session keys with its 

predecessor and successor in a parallel algorithm. In order to 

cope with dynamic groups, the group session keys are frequently 

updated whenever a new member joins or a member leaves the 

group. Zhu claimed that the proposed scheme is secure against 

various attacks such as replay, man-in-the-middle, 

impersonation and key compromise attacks. Furthermore, Zhu 

extended the proposed scheme to high level security attributes 

such as privacy preserving, no clock synchronization problem, 

mutual and group authentication and perfect forward secrecy 

etc. However, in this paper, we found that Zhu’s scheme is 

vulnerable to successor impersonation problem and this 

weakness leads to a malicious adversary from deriving group 

session keys after impersonate attack. Moreover, their scheme is 

vulnerable to known key attack and this problem may lead to an 

adversary to compromise the previous and future group session 

keys. To overcome these security flaws, in this paper, we 

significantly improve the security of Zhu’s group key agreement 

scheme without increasing the communication overhead and 

computation complexity. 

 
Index Terms—Cryptanalysis, chaotic maps, group key 

management, impersonation attack, privacy preserving.  

 

I. INTRODUCTION 

The rise of chaos theory has incurred great benefits on 

cryptography [1]-[5], many chaotic maps based user 

authentication and key agreement schemes are widely being 

introduced for network-based applications, such as 

cloud-assisted system [6], [7], WSN system [8], multi-server 

environment [9], [10], ubiquitous computing environment 

[11], medical care system [12]-[14] and so on. For N-party 

authenticated key agreement and mutual authentication 
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literatures, the first work is proposed by Bresson et al. [15] in 

2002. Their solution is based on a human-memorable 

password and they prove its security in both the random 

oracle and the ideal cipher models. In 2003, Sherman and 

McGrew proposed one-way function trees based key 

establishment scheme [16] in large dynamic groups. In 2004, 

Lee et al. [17] introduced the 2-round password-based 

authenticated group key exchange protocol with 

3-exponentiations required for each participant in the group. 

In 2006, Abdalla et al. [18] suggested a password-based 

constant-round group key exchange protocol with provable 

security. Their solution requires 4-rounds of communication 

and 4-exponentiations per user. In the same year, Dutta et al. 

[19] proposed a new encrypted group key agreement protocol 

and their method requires 2-rounds of communication, 

3-exponentiations, 4 one-way hash function computations, 2 

encryptions and n + 1 decryptions per user, where n is the 

number of group members. In 2008, Xu and Huang proposed 

a multicast key distribution scheme [20] and the 

computational complexity of their scheme is reduced by using 

maximum distance separable codes. In 2009, Zheng et al. [21] 

presented an efficient and provably secure password-based 

group key agreement protocol without using public key 

infrastructure and each user only requires 4-rounds of 

communication and 4-exponentiations. In 2010, Je et al. 

proposed an efficient key tree management protocol [22] and 

the computation and storage costs of their protocol is reduced 

by examining the resource information of each group 

member’s device. In 2013, Vijayakumar et al. proposed a 

greatest common divisor based centralized key distribution 

protocol [23] to ensure high security with less computation, 

communication and storage complexity. In 2014, 

Vijayakumar et al. further proposed a new centralized group 

key management based on the Chinese remainder theorem 

called CRTGKM algorithm [24]. In the key server side, the 

computation complexity of their algorithm is O(1) when a 

member joins or leaves from the multicast group. Moreover, 

in the group member side, the computation complexity is 

minimized and a multicast group member performs only one 

modulo division operation. 

In 2016, Zhu proposed a new group key agreement scheme 

based on chaotic maps [25]. Firstly each group participant 

requires six communication rounds to compute two two-party 

agreement keys with its successor and predecessor. Then all 

group members use hash function and exclusive OR 

operations to authenticate each other and compute a secure 

group session key. In case of members’ revocation or join, 

Zhu’s scheme refrains from using heavyweight computations 

and preserves perfect forward secrecy with privacy preserving. 

However, we analyze the security of Zhu’s scheme and show 
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that their scheme fails to prevent successor impersonation and 

known key attacks. These design flaws may lead an adversary 

to get a new group session key and other group members are 

not aware of having caused problems. So as to overcome the 

aforementioned flaws of the scheme in [25], in this paper, we 

design an improved version of Zhu’s scheme while keeping 

the efficiency and preserving the merits of Zhu’s scheme. 

The remainder of the paper is organized as follows. In 

Section II, we briefly review Zhu’s chaotic maps-based group 

key agreement scheme. We demonstrate two vulnerabilities of 

Zhu’s scheme in Section III and Section IV, respectively. Our 

improved scheme and the security analysis of our improved 

scheme are given in Section V. Finally, we conclude this 

paper in Section VI. 

 

II. ZHU’S CHAOTIC MAPS-BASED GROUP KEY AGREEMENT 

AND PRIVACY PRESERVING SCHEME 

In this section, we review Zhu’s group key agreement 

scheme with privacy preserving [25] and the security of their 

scheme is based on Chebyshev chaotic maps, a pair of 

symmetric encryption/decryption functions and a chaotic 

maps-based one-way hash function. Zhu’s scheme is divided 

into five phases: (i) the setup phase, (ii) the authentication and 

two-party agreement phase, (iii) the broadcast and group key 

agreement generated phase, (iv) the member revocation phase, 

and (v) the member join phase. Table I describes the notations 

used in this paper and the details of each phase are briefly 

illustrated in the following subsections. 

 
TABLE I: NOTATIONS USED IN THE PAPER 

Symbol Description 

Ui The ith participant 

IDi 

U 

 

Si 

(x, Tsi(x)) 

ri 

EK[.]/DK[.] 

 

H(.) 

SK 

 

GSK 

|| 

⊕ 

?= 

The identity of Ui 

A set of protocol participants, where U = {U1, U2, …, 

Un } 

Ui’s secret key based on Chebyshev chaotic maps 

Ui’s public key based on Chebyshev chaotic maps 

A random number generated by Ui 

A pair of symmetric encryption/decryption functions 

with key K 

A chaotic maps-based one-way hash function [21] 

The session key, which is established between user Ui 

and user Ui+1 

The group session key, which is established between U 

Message concatenation 

A bitwise exclusive OR operation 

The comparison operation, judge whether two values are 

identical or not 

 

A. Setup Phase 

In this phase, each Ui maintains its identity IDi , a chaotic 

maps-based one-way hash function H(.), a secret key Si and 

public key (x, TSi (x)) based on Chebyshev chaotic maps, a 

random number generator, and a pair of symmetric 

encryption/decryption functions EK[.]/DK[.] with the key K. 

B. Authentication and Two-Party Agreement Phase 

In this phase, Zhu’s scheme assumes that all group 

participants U1, U2, …, Un are organized in an ordered chain 

and Ui+1 is the successor of Ui . In addition, all ID information 

and their corresponding public keys have been arranged and 

all the participants perform the following steps.  

Step 1. Ui computes Ki,i+1 = TriTSi+1(x), Ci = EKi,i+1[IDi 

||IDi+1||Tri(x)] and MACi = H(IDi||IDi+1||Ci||H(Ki,i+1)||Tri(x)) and 

sends {Ci , Tri(x), MACi} to its successor Ui+1, where ri is a 

random number chosen by Ui and TSi+1(x) is Ui+1’s public key.  

Step 2. Upon receiving the message from Ui, Ui+1 computes 

K’i,i+1 = TSi+1Tri(x) and reveals ID information by computing 

DK’i,i+1[Ci]. Then Ui+1 judges whether 

H(IDi||IDi+1||Ci||H(K’i,i+1)||Tri(x)) ? = MACi. If the equation is 

equivalent, Ui+1 computes Ki+1,i = Tri+1TSi (x), SK = Tri+1 Tri(x), 

Ci+1 = EKi+1,i[IDi||IDi+1||Tri+1(x)] and MACi+1 = H(IDi||IDi+1|| 

Ci+1||Tri+1(x)||H(Ki+1,i)||SK) and sends {Ci+1, Tri+1(x), MACi+1} 

to its predecessor Ui, where ri+1 is a random number chosen by 

Ui+1 and TSi(x) is Ui’s public key.  

Step 3. Upon receiving the message from Ui+1, Ui computes 

K’i+1,i = TSiTri+1(x) and SK’= TriTri+1(x) and reveals ID 

information by computing DK’i+1,i[Ci+1]. Then Ui judges 

whether H(IDi||IDi+1||Ci+1||Tri+1(x)||H(K’i+1,i)||SK’) ? = MACi+1. 

If the equation is not equivalent, the authentication is failed 

and the session is terminated by Ui. Otherwise, Ui computes 

MAC’i = H(IDi||IDi+1||H(K’i+1,i)||SK’) and SKi,i+1 = 

H(IDi||IDi+1||TriTri+1(x)) and takes SKi,i+1 as the session key 

shared between Ui and Ui+1. To achieve the property of mutual 

authentication, Ui sends MAC’i to user Ui+1. 

Step 4. Upon receiving MAC’i from Ui, Ui+1 judges whether 

H(IDi||IDi+1||H(Ki+1,i)||SK) ?= MAC’i. If not, the authentication 

is failed and the session is terminated by Ui+1. Otherwise, Ui+1 

computes SKi,i+1 = H(IDi||IDi+1|| Tri+1Tri (x)) and takes SKi,i+1 

as the session key.  

Note that the above-mentioned steps can be simultaneous 

and parallel and each participant can establish two session 

keys SKi,i+1 and SKi-1,i with its successor and predecessor (U1 

establishes SK1,2 and SKn,1; Un establishes SKn,1 and SKn−1,n), 

respectively. 

C. Broadcast and Group Key Agreement Generated Phase 

Each group participant Ui computes Xi = Bi−1⊕Bi = 

H(SKi-1,i, IDsession)⊕H(SKi,i+1, IDsession) and broadcasts Xi to 

the group, where IDsession is the public ephemeral information 

that consists of all participants’ identities and a nonce. After 

getting all the Xi , each Ui judges whether X1⊕X2⊕…,  ⊕Xn−1 

⊕Xn ? = 0. If not, Ui outputs an error symbol ⊥ and aborts 

this phase. Otherwise, Ui can use Bi and Xi to get all Bj(j = 

1, …, n) by using continuous XOR method. For example, U1 

uses its B1 = H(SK1,2, IDsession) to get U2’s B2 = H(SK2,3, 

IDsession) by computing X2⊕B1, where X2 = B1⊕B2. After 

getting B2, U1 can further use it to get U3’s B3 = H(SK3,4, 

IDsession) by computing X3⊕B2. Finally, after getting all Bj, all 

group participants can establish the common group session 

key GSKi by computing GSKi = H(B1||B2|| . . . ||Bn), where 

GSK1 = GSK2 = . . . = GSKn. 

D. Member Revocation Phase 

In case of a participant Ux leaves the group and the group 

size changes into (n−1), in order to secure later 

communications, all remaining participants must update 

group key and avoid the leaving Ux to know the updated group 

key. First of all, Ux−1 and Ux+1 remove the shared values 

SKx−1,x and SKx, x+1 with Ux and Ux+1 becomes the new 

successor of Ux-1. Then, Ux-1 needs to generate a new message 

{Cx-1, Trx−1(x), MACx−1} and sends it to its new successor Ux+1. 
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Upon receiving {Cx-1, Trx−1(x), MACx−1} from its new 

predecessor Ux−1, Ux+1 verifies the validity of the message 

{Cx-1, Trx−1(x), MACx−1} and agrees the new secret SKx-1, x+1 

shared between Ux+1 and Ux-1. At the same time, Ux+1 generate 

a new message {Cx+1, Trx+1(x), MACx+1} and sends it to its new 

predecessor Ux+1. Then Ux-1 verifies the validity of the 

message {Cx+1, Trx+1(x), MACx+1} and gets the new secret 

SKx-1, x+1 shared between Ux-1 and Ux+1. Finally, each 

participant Uj that follows Ux changes its index to (j − 1) and 

all the existing (n-1) participants can get a new group session 

key by recomputing the protocol of Section II.C. 

E. Member Join Phase 

In case of a new participant is authorized to join the group 

of which size is n, the new participant Un+1 becomes the 

successor of participant Un and the participant U1 becomes the 

successor of participant Un+1. First of all, Un needs to send a 

new message {Cn, Trn(x), MACn} to its new successor Un+1 

while Un+1 sends message { Cn+1, Trn+1(x), MACn+1} to its new 

successor U1. Then Un+1 verifies the validity of the message 

{Cn, Trn(x), MACn} and computes the new secret SKn,n+1 

shared between Un+1 and its new predecessor Un. Similarly, 

the first participant U1 updates its new secret with SKn+1,1. 

Finally, all the (n + 1) participants in the group can get a new 

group session key by recomputing the protocol of Section 

II.C. 

 

III. SUCCESSOR IMPERSONATION ATTACK ON ZHU’S GROUP 

KEY AGREEMENT AND PRIVACY PRESERVING SCHEME 

In this section, we found Zhu’s scheme is insecure against 

successor impersonation attack in the authentication and 

two-party agreement phase and this design flaw can lead an 

adversary UA to impersonate as a legitimate successor to 

establish a two-party agreement key SKi,i+1 with a victim 

predecessor. We further provide the detailed explanation of 

this attack through the following steps: 

Step 1. In Step 1 of authentication and two-party agreement 

phase of Zhu’s scheme, the participant Ui sends the message 

{Ci, Tri(x), MACi} to its successor Ui+1 and UA intercepts this 

message to prevent it arrives Ui+1. 

Step 2. UA generates a random number ra and computes 

K∗
i+1,i = TraTsi(x), SK∗ = TraTri(x), C∗

i+1 = 

EK
∗
i+1,i[IDi||IDi+1||Tra(x)] and MAC∗

i+1 = H(IDi||IDi+1|| 

C∗
i+1||Tra(x)||H(K∗

i+1,i)||SK∗) and sends {C∗
i+1, Tra(x), MAC∗

i+1} 

to the victim predecessor Ui, where Tsi(x) is Ui’s public key. 

Step 3. In Step 3 of authentication and two-party agreement 

phase of Zhu’s scheme, Ui computes K∗
i+1,i = TsiTra(x) and 

SK∗
i = TriTra(x) and reveals ID information by computing 

DK
∗
i+1,i [C∗

i+1]. Then Ui judges whether H(IDi||IDi+1||C∗
i+1|| 

Tra(x)||H(K∗
i+1,i)||SK∗

i) ? = MAC∗
i+1. If the equation is 

equivalent, Ui believes that the message is generated by Ui+1. 

Then Ui further computes MAC∗
i = H(IDi||IDi+1|| 

H(K∗
i+1,i)||SK∗

i) and SK∗
i,i+1 = H(IDi||IDi+1||TriTra(x)) and takes 

SK∗
i,i+1 as the session key. Finally, Ui sends MAC∗

i to its 

successor Ui+1 and UA intercepts this acknowledgement 

message to prevent it arrives Ui+1. Note that UA can compute 

the session key SK∗
i,i+1 = H(IDi||IDi+1||TraTri(x)) after 

intercepting Tri(x). 

From the above-mentioned steps show, the adversary UA 

can not only successfully impersonate as the legal successor 

after sending the message {C∗
i+1, Tra(x), MAC∗

i+1} from the 

intercepted message {Ci , Tri(x), MACi} sent by Ui to Ui+1 

during authentication and two-party agreement phase but also 

establish a common session key SK∗
i,i+1 agreed with the victim 

predecessor Ui. Thus Zhu’s scheme fails to prevent this kind 

of impersonation attack. For clarity, the details of this attack 

are given in Fig. 1. 

In the broadcast and group key agreement generated phase 

of Zhu’s scheme, each group participant Ui (including UA) 

broadcasts its Xi = Bi−1♁Bi to the group. Then UA can use its 

Bi and Xi to derive all Bj (j = 1, …, n) by using continuous 

XOR method. Finally UA can establish the common group 

session key GSKi and other participants are not aware of 

having caused problem because the property of mutual 

authentication between predecessor and successor is broke 

down. 

 

IV. KNOWN KEY ATTACK ON ZHU’S GROUP KEY 

AGREEMENT AND PRIVACY PRESERVING SCHEME 

Given two participants Ui  and Ui+1, if one of their previous 

instances are known to an adversary UA, the previous and 

future session keys can be easily derived by UA. We further 

provide the detailed explanation of this attack through the 

following steps: 

Step 1. In Step 2 of authentication and two-party agreement 

phase of Zhu’s scheme, if two used parameters SK = Tri+1Tri(x) 

= TriTri+1(x) = SK’ and IDsession are compromised by UA, UA 

can retrieve them to compute the session key SKi,i+1 = 

H(IDi||IDi+1||TriTri+1(x)) and the value of Bi = H(SKi-1,i, 

IDsession). 

Step 2. Then UA can collect all broadcasting messages Xi (i 

= 1, …, n) in broadcast and group key agreement generated 

phase. 

Step 3. After collecting all the Xi, UA can retrieve Bi and Xi 

to derive all Bj (j = 1, …, n) by using continuous XOR method. 

Finally, after deriving all Bj, UA can easily establish the 

common group session key GSKi by computing GSKi = H(B1|| 

B2|| . . . || Bn). 

In case of a member revocation or a member join, UA only 

needs to update the value of Bi = H(SKi,i+1, ID
new

session) and 

re-computes the protocol of Section II.C to get a new group 

session key, where ID
new

session is current group information 

that consists of active participants’ identities. 

 

 
Fig. 1. Successor impersonation attack on Zhu's scheme. 
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V. OUR IMPROVED SCHEME 

In order to overcome the identified security imperfections 

of Zhu's group key agreement scheme with privacy preserving, 

in this section, we suggest an improved scheme for preventing 

successor/predecessor impersonation attacks. The improved 

scheme can be described in the following phases. 

A. Setup Phase 

In this phase, the executed steps are the same as in Zhu's 

scheme. 

B. Authentication and Two-Party Agreement Phase 

In this phase, Zhu’s scheme assumes that all group 

participants U1, U2, …, Un are organized in an ordered chain 

and Ui+1 is the successor of Ui. In addition, all ID information 

and their corresponding public keys have been arranged and 

all the participants perform the following steps. 

Step 1. Ui computes Ki,i+1 = TriTSi+1(x), Ci = EKi,i+1[IDi 

||IDi+1||Tri(x)] and MACi = H(IDi||IDi+1||Ci||H(Ki,i+1)||Tri(x)) and 

sends {Ci , Tri(x), MACi} to its successor Ui+1, where ri is a 

random number chosen by Ui and TSi+1(x) is Ui+1’s public key.  

Step 2. Upon receiving the message from Ui, Ui+1 computes 

K’i,i+1 = TSi+1Tri(x) and reveals ID information by computing 

DK’i,i+1[Ci]. Then Ui+1 judges whether 

H(IDi||IDi+1||Ci||H(K’i,i+1)||Tri(x)) ? = MACi. If the equation is 

equivalent, Ui+1 computes Ki+1,i = Tri+1TSi (x), SK = Tri+1 Tri(x), 

Ci+1 = EKi+1,i[IDi||IDi+1||Tri+1(x)] and MACi+1 = H(IDi||IDi+1|| 

TSi+1Tri(x)||H(Ki+1,i)||SK) and sends {Ci+1, Tri+1(x), MACi+1} to 

its predecessor Ui, where ri+1 is a random number chosen by 

Ui+1 and TSi(x) is Ui’s public key.  

Step 3. Upon receiving the message from Ui+1, Ui computes 

K’i+1,i = TSiTri+1(x) and SK’= TriTri+1(x) and reveals ID 

information by computing DK’i+1,i[Ci+1]. Then Ui computes 

TriTSi+1(x) and judges whether H(IDi||IDi+1||TriTSi+1(x)|| 

H(K’i+1,i)||SK’) ? = MACi+1. If the equation is not equivalent, 

the authentication is failed and the session is terminated by Ui. 

Otherwise, Ui+1 is authenticated by Ui. Next, Ui computes 

MAC’i = H(IDi||IDi+1||H(K’i+1,i)||SK’) and SKi,i+1 = 

H(IDi||IDi+1||TriTri+1(x)) and takes SKi,i+1 as the session key 

shared between Ui and Ui+1. To achieve the property of mutual 

authentication, Ui sends the acknowledgement message 

MAC’i to user Ui+1. 

Step 4. Upon receiving MAC’i from Ui, Ui+1 judges whether 

H(IDi||IDi+1||H(Ki+1,i)||SK) ?= MAC’i. If not, the authentication 

is failed and the session is terminated by Ui+1. Otherwise, Ui is 

authenticated by Ui+1. Finally, Ui+1 computes SKi,i+1 = 

H(IDi||IDi+1||Tri+1Tri (x)) and takes SKi,i+1 as the session key. 

C. Broadcast and Group Key Agreement Generated Phase 

Each group participant Ui computes Xi = Bi−1⊕Bi = 

H(SKi-1,i, TsiTsi-1(x), IDsession)⊕H(SKi,i+1, TsiTsi+1(x), IDsession) 

and broadcasts Xi to the group, where Tsi-1(x) is the public key 

of Ui’s successor and IDsession is the public ephemeral 

information that consists of all participants’ identities and a 

nonce. To sum it up, we can see the value of Bi in Table II.  

After getting all the Xi , each Ui judges whether X1⊕X2⊕…,  

Xn−1⊕Xn ? = 0. If not, Ui outputs an error symbol ⊥ and 

aborts this phase. Otherwise, Ui can use Bi and Xi to get all Bj 

(j = 1, …, n) by using continuous XOR method. For example, 

U1 uses its B1 = H(SK1,2, Ts1Ts2(x), IDsession) to get U2’s B2 = 

H(SK2,3, Ts2Ts3(x), IDsession) by computing X2⊕B1, where X2 = 

B1⊕B2. After getting B2, U1 can further use it to get U3’s B3 = 

H(SK3,4, Ts3Ts4(x), IDsession) by computing X3⊕B2. Finally, 

after getting all Bj, all group participants can establish the 

common group session key GSKi by computing GSKi = 

H(B1||B2|| . . . ||Bn), where GSK1 = GSK2 = . . . = GSKn. 

 
TABLE II: THE VALUE OF BI 

Parameter Value 

B1 H(SK1,2, Ts1Ts2(x), IDsession) 

… 

Bi 

… 

Bn 

… 

H(SKi,i+1, TsiTsi+1(x), IDsession) 
… 

H(SKn, 1, TsnTs1(x), IDsession) 

 

D. Member Revocation Phase 

In this phase, the executed steps are the same as in Zhu’s 

scheme. 

E. Member Join Phase 

In this phase, the executed steps are the same as in Zhu’s 

scheme. 

F. Security Analysis of Our Improved Scheme 

As shown in Section V.B, we can see that our improved 

scheme is similar to the original Zhu’s scheme. The two 

differences are the Step 2 and Step 3 of authentication and 

two-party agreement phase. Therefore, our improved scheme 

inherits the auxiliary functions of Zhu’s scheme. Here, we just 

analyze why our improved scheme can resist our proposed 

attack in Section III. Step 1 is the same step as in Section III. 

The Step 2 is described as follows: 

Remark 1. In order to put emphasis on describing the 

security of our improved scheme, we assume that each 

participant’s secret key Si has been well-protected by 

himself/herself. 

Step 2. UA generates a random number ra and computes 

K∗
i+1,i = TraTsi(x), SK∗ = TraTri(x), C∗

i+1 = 

EK
∗
i+1,i[IDi||IDi+1||Tra(x)]. However, in computation of 

MAC∗
i+1, the adversary UA cannot generate the parameter 

Tsi+1Tri(x) because UA do not possess Ui+1’s secret key Si+1. As 

a result, UA is impossible to response a valid MAC∗
i+1 = 

H(IDi||IDi+1||TSi+1Tri(x)||H(K∗
i+1,i)||SK

*
) to pass Ui’s 

verification in Step 3 of our attack. That is to say, our 

improved scheme is secure against successor impersonation 

attack mentioned in Section 3. 

Similarly, in Step 3 of our improved scheme, it is 

impossible for the adversary UA to launch predecessor 

impersonation attack because UA do not possess Ui’s secret 

key Si, so he/she cannot compute a valid acknowledgement 

MACi’ = H(IDi||IDi+1||TSiTra(x)|||SK’) to pass Ui+1’s 

verification in Step 4 of our improved scheme. 

On the other hand, we further analyze why our improved 

scheme can resist our proposed attack in Section IV. We 

assume two used parameters SK = Tri+1Tri (x) = TriTri+1(x) = 

SK’ and IDsession are compromised by UA, he/she still cannot 

impact on previous or future session keys. In our improved 

scheme, knowing SKi,i+1, Tsi+1(x) and IDsession are useless for 

UA to compute Bi = H(SKi,i+1, TsiTsi+1(x), IDsession), since UA is 
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unable to calculate the parameter TsiTsi+1(x) without knowing 

Ui’s secret key Si. Without having Bi, UA cannot re-compute 

the protocol of Section V.C to derive the common group 

session key GSKi. As a result, the improved scheme can 

prevent known key attack. 

In addition, the computation overhead of authentication 

and two-party agreement phase of our improved scheme is 

almost the same as Zhu’s scheme because we only add a 

chaotic maps operation in MACi+1 and replace Zhu’s MACi+1 = 

H(IDi||IDi+1||Ci+1||Tri+1(x)||H(Ki+1,i)||SK) with our MACi+1 = 

H(IDi||IDi+1||TSi+1Tri(x)||H(Ki+1,i)||SK). Moreover, the 

computation overhead of broadcast and group key agreement 

generated phase of our improved scheme is almost the same 

as in Zhu’s scheme because we only add two chaotic maps 

operations in Bi−1 and Bi and replace Zhu’s Bi−1 = H(SKi-1,i, 

IDsession) and Bi = H(SKi,i+1, IDsession) with our Bi−1 = H(SKi-1,i, 

TsiTsi-1(x), IDsession) and Bi = H(SKi,i+1, TsiTsi+1(x), IDsession), 

respectively. Therefore, the efficiency of our improved 

scheme is similar to Zhu’s scheme. 

 

VI. CONCLUSIONS 

In this paper, we have first reviewed Zhu’s group key 

agreement and privacy preserving scheme and shown that the 

process of authentication and two-party agreement phase is 

insecure, that is, an adversary can maliciously intercept the 

transmitted message and generate an intentional response 

message to impersonate as the legitimate successor. In 

addition, we have demonstrated that this design flaw may 

cause the victim predecessor into establishing a common 

session key with the adversary and damage the security of 

group key in group key agreement generated phase. To avoid 

the security problem on Zhu’s scheme, we have proposed 

security improvements which not only repair the design flaw 

of Zhu’s scheme but also inherit the merits and efficiencies of 

their scheme. 
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