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Abstract—With the increasingly sophisticated and popularity 

of the third-generation communication networks, the size of the 

network is drastically becomes larger and the equipment 

complexity is also greatly improved. So how to quickly resolve 

the call failure and how to ensure the quality of network 

operation becomes the most urgent task for network 

maintenance personnel. Call trace system, a new feature derived 

from signaling trace , as an important subsystem of the network 

management system is a powerful means to solve call failure 

problem and guarantee the quality of the network operation. 

Scheduling in call tracking system used in communication is fifo 

scheduling algorithm of Hadoop. In practical applications, in 

order to make full use of the resources, different levels of users 

sharing a cluster, the different types of call tracking data 

processing will be done in the same cluster. Therefore, on the 

basis of the fair scheduling, this paper put forward based on the 

improved algorithm of call tracking system, to improve the 

system of the department can, better meet the actual demand of 

the system. 

 
Index Terms—Scheduling algorithm, system optimization, 

scheduling algorithm, Hadoop.  

 

I. INTRODUCTION 

Job scheduling algorithm is one of the core technology of 

Hadoop, is now a major direction of domestic and foreign 

scholars study the Hadoop. Scheduling algorithm is mainly 

responsible for operation in the system of execution sequence 

and cluster resources allocation problem, namely to choose 

the appropriate task allocation to the appropriate TaskTracker 

execution. The scheduling process is very complicated, good 

scheduling can significantly improve the overall performance 

of the cluster, improve the cluster resource utilization; May 

lead to cluster conversely some TaskTracker under the heavy 

load, low efficiency, poor user experience problems
 
[1], [2]. 

 

II. BASED ON THE COMBINATION OF THE THRESHOLD TIME 

PRIORITY SCHEDULING ALGORITHM RESEARCH 

A. Algorithm Improvement Ideas 

The first level of system resources allocation is depending 

on the type of call tracking data, the default secondary 

resource allocation fair scheduling algorithm is priority in 

accordance with the homework, so in the process of the 

allocation of resources, does not take into account the user 

priority influence on the allocation of resources, so need to 

improve the operation of weight calculation formula, the user 

priority considering weight calculation in the job [3]-[5]. For 

super users to submit homework, only when the job waiting 
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time reached the second waiting time threshold, the 

operational priorities will become a super user can submit a 

job the maximum weight. Set a regular user priority with ulow, 

said the priority of the super user use uhigh said [6], [7]. 

Based on the analysis of above, the following will be the 

concrete analysis of the new improved algorithm needs to 

meet the conditions. 

1) The user priority and task priority handling 

Assumes the user priority is with variable u, assignment 

priority is with variable j said that if the user submitted u1, j11, 

j12, j13, j14,…, j1N, N is homework, user submitted u2, j21, j22, j23, 

j24,…, j2M, M is homework, it first determines the user priority, 

the process is as follows: 

1) If the u1>u2, j11, j12, j13, j14,…, j1N, weight value should be 

not less than the weight of j21, j22, j23, j24,…, j2M. 

According to the operation priority and user priority 

combination method to calculate weight assignment, and 

queued, from big to small order scheduling execution in 

turn. 

2) If u1=u2, j11, j12, j13, j14,…, j1N and j21, j22, j23, j24,…, j2M 

weight should be the same does not consider the size of 

the relationship between the user to the same priority, 

then according to the operation priority and user priority 

combination method to calculate weight assignment, and 

queued, from big to small order scheduling execution in 

turn [8]. 

2) Based on time weight updating threshold homework 

A new configuration file, in the configuration file, set 

properties Time Threshold, said wait time threshold, which 

weights updated boundary value. Homework to weight job 

weight satisfy the following conditions: 

1) When Wait Time < Time Threshold, weight meet formula 

(1) 
 

jobWeight(tasksNum, , ) ,

jobWeight considering jobsize

jobWeight( , ), othersize

u j

u j




 



          (1) 

 

Namely when the job waiting time does not exceed the time 

threshold, the weight of homework is has nothing to do with 

the time. 

2) When Wait Time ≥ Time Threshold, both ordinary users 

and super users to submit homework, satisfy all the 

operation weight formula (2). 
 

JobWeight(tasksNum, ,max( )) ,

jobWeight considering jobsize

JobWeight( ,max( )), othersize

high

high

u j

u j




 



    (2) 

3) Homework share calculation 

Operation weight value is closely related to the operation of 
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resources. Each job have corresponding fair share resources 

for their execution Fair Share, theoretically the more the 

greater the weight value of resources. In Hadoop, how much 

resources is by the number of slot tasks, including Map and 

Reduce tasks are calculated separately. Assuming that the 

current job pool available task slot for Pool Map Capacity 

Map phase, then the pool one job fair share resources Fair 

Share calculation as shown in formula (3).  
 

1

1

jobWeight
Fair Share pool map Capacity

jobWeight

pool map Capacity

i
i M

i

i

i
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i

i

j
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    (3) 

 

Among them, the M pool the total number of resources for 

the assignments. Reduce phase how resources are to be 

divided with the Map phase [9]-[11]. 

B. Algorithm Design and Implementation 

1) Based on user priority and task priority weighting 

combination of homework 

Assuming job Weight = job Weight (u, j). Are under the 

same user priority, different priority assignment should get 

the resources with the original does not consider user priority 

without too big change, simplified as shown in Eq. (4). 
 

1 1
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Because all the ui values are the same, equation (4) can be 

simplified, the result as shown in equation (5). 
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                  (5) 

 

The u is for fixed value,1 ≤ i, j ≤ M. 

According to the mathematical knowledge, function 

, 0y ax a   can accord with the requirement of job Weight 

(u, ji), as shown in equation (6). 
 

jobWeight( , )u j u j                          (6) 

 

Customer priority is not same, is a high-priority job to 

obtain more resources than the original resource assignments. 

Existing in the system user priority ulow and uhigh, should 

satisfy the equation (7). 
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where N represents the homework pool user priority number 

for ulow homework, 1≤ k≤ N.The M-N for homework pool user 

priority number for uhigh homework, 1≤ l ≤ M-N. 

Job Weight formula of equation (6) into equation (7), after 

finishing the results as shown in equation (8). 
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According to the equation (8) can be obtained and the 

relationship between such as the equation (9). 
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The relationship of uhigh and ulow meet uhigh ≥ 16 ulow, 

priority set with the user, the corresponding factors as shown 

in Table I. 

 
TABLE I: USER PRIORITY RELATED FACTOR 

Priority Low High 

Priority Factor 1.0 16.0 

 

In conclusion, based on user priorities and priority 

combination of scheduling weight calculation formula of the 

complete as shown in equation (10). 

 

2log (tasksNum 1) ,

jobWeight considering jobsize

, otherwise

u j

u j

  


 
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     (10) 

 

where j and u values as shown in Table I. 

2) Based on time weight calculation threshold homework 

Add a new user configuration file-weight-info. XML is 

used to set the user priority information and waiting time 

threshold BBBB. Equation (6) into equation (1), (2) and (3), 

after finishing the results are as follows: 

When Wait Time ≤ Time Threshold, weight calculation 

formula with the equation (11). 

When Wait Time ≥ Time Threshold, super users and 

ordinary users to submit homework, its weight calculation 

formula to satisfy equation (11). 
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III. THE ALGORITHM EXPERIMENT AND RESULT ANALYSIS 

Set up the cluster Map capacity and Reduce capacity is 6. 

Assume various types call tracking data processing to take up 

the same cluster resources, set up three job pool has a weight 

of 1, set up the Map and Reduce the minimum of each 

homework pool Shared resources to 2. Research at the same 

time submit to the three assignments pool of different 

priorities, sent to the different priorities to submit homework 

pool assignments, the assignments pool resources usage. 

Specific experimental design as shown in Table II. 

 
TABLE II: HOMEWORK POOL OF THE DATA TYPE BASED ON THE 

EXPERIMENTAL DESIGN 

The 

serial 

number 

 
Homework 

pool MR 

Homework 

pool NMR 

Homework 

pool default 

1 Assign

ment 

priority 

VERY_HIGH NORMAL VERY_LOW 

2 NORMAL VERY_LOW VERY_HIGH 

3 VERY_LOW VERY_HIGH NORMAL 

 

According to the listed in Table II, the three groups of 

experiments, in each group of experiments, respectively to 

three homework pool each submit a job, and submit the three 

assignments of priority is different. Statistics of three groups 

of experiments three job running time, the Map task start and 

end time, and will be counted in the data mapping, the results 

such as shown in Fig. 1 and Fig. 2. 

From Fig. 1 and Fig. 2 can draw the following conclusion: 

when the three assignments in the pool have assignments 

submitted at the same time, before meet the demand of this 

homework pool their resources, the job pool of resources is 

not Shared with other homework pool, and the allocation of 

resources between each homework pool also won't because 

the pool assignment is different priority. So the average share 

resources under the premise of three homework completion 

time is almost the same in the pool assignments. 

Carried out in accordance with the listed in Table II, the 

three groups of experiments, in each group of experiments, 

respectively to three homework pool each submit a job, and 

submit the three assignments of priority is different. Statistics 

of three groups of experiments three job running time, the 

Map task start and end time, the result data as shown in Table 

III. 

 

 
Fig. 1. Three homework assignments running time. 

 
TABLE III: THE THREE ASSIGNMENTS OF THE AVERAGE RUN TIME OF 

OPERATION 

The 

serial 

number 

 
Homework 

pool MR 

Homework pool 

NMR 

Homework 

pool default 

1 
Average 

run time 

588.6s 728s 699.6s 

2 690.6s 808.6s 796.4s 

3 866.8s 864.8s 867s 

 

From Table III and Fig. 3 can draw the following 

conclusion: when the cluster is only one homework pool have 

homework, the homework pool will be reserved system 

resources, along with subsequent other pool assignments 

submitted, the first homework pool in his task completed 

release some resources, these resources will be shared with 

job submission and not reached the homework pool of 

resources sharing values. With the passage of time, all have 

homework assignments pool average tend to share the 

resources of the cluster. 
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Fig. 2. Three homework assignments pool map task at the same time. 
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Fig. 3. Three homework assignments map task. 
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