
  

 

Abstract—Nowadays, the domain of sensor networks 

constitutes a very active research field. People are using a lot of 

low cost networks. As a result, they are facing an important 

energy management problem. Consequently, Researchers have 

tried to ensure long life to networks [1]-[8]. LEACH, PEGASUS, 

TEEN and APTEEN are pioneers in the reduction of WSN 

energy consumption. Generally, cluster heads (CH) and nodes 

close to the station die quickly in sensor networks. Cluster heads 

consume more than simple nodes. Also, the needed energy for 

the formation of clusters is very high in sensor networks. 

We propose an algorithm that aims at reducing the energy 

consumption in the formation of clusters and at providing a long 

life to the homogeneous sensor networks. In this paper, we 

present this algorithm for energy management in sensor 

networks. It is based on three thresholds. What we propose is a 

new way to construct clusters. It will allow having a real vision 

on the energy available in the sensor network at anytime. Our 

experimentations have shown a reduction in the energy used in 

comparaison with other methods. 

 

Index Terms—Wirless, WSN, routing.  

 

I. INTRODUCTION 

In hierarchical clusters, our method provides a simple 

solution to save energy consumed in the choice of CHs. It also 

permits to save energy during the demand for information on 

the energy situation of other sensors. 

The sensor failure can have serious consequences on the 

life and activities of the network. In the life of the network, it 

is necessary to involve nodes that have an energy capacity 

greater than a certain threshold to avoid catches and 

unnecessary presence. This will permit to avoid long 

transmission time. This, in return, will help to avoid losses 

and retransmission of messages. 

Our solution allows proposing a maintenance algorithm to 

avoid a loss of energy caused by a failed node. It also saves 

the energy expended by the formation of clusters and cluster 

heads. We call our method the hybrid method. 

The Basics of LEACH Clustering 

Routing protocols are of two types. We have flat and 

hierarchical types. We are interested in hierarchical routing in 

a sensor network whose foundation bases are: LEACH, 

TEEN [9], APTEEN [10] and PEGASIS [11]. LEACH (Low 

Energy Adaptive Clustering Hierarchy) was introduced [3] in 

2000. LEACH is considered as the founding father of 

clustering. This algorithm randomly selects 5 percent cluster 
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head (CH) nodes as homogeneous and offers a rotation of the 

role of CH. The CH aggregate data are sent by other nodes in 

a simple message for direct transmission to the base station or 

through other CHs. The CH can communicate with each other 

and also with the base station which is often a remote 

computer connected to the Internet. The CHs create a table to 

allocate a TDMA transmission time to each cluster member. 

Since each node knows in advance the time slot it will occupy, 

TDMA puts some nodes in a stand by situation. TDMA and 

the table created for each cluster will be broadcast to all 

cluster members. LEACH reduces energy consumption in 

sensor networks. When there are many nodes at a large scale, 

there is the problem of the choice of the well which uses the 

following probabilistic: 
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P is a ratio of CH; r in [0, 1]. If r is smaller than the 

threshold value, T (i), the node becomes a CH for the current 

cycle. The particularity of LEACH lies in the non-necessity of 

communication for the election of CHs. LEACH manages to 

save energy but the problem of widespread transmission 

arises. 

Algorithms derived: From LEACH presented above, 

researchers have studied the mode of formation of clusters 

which consumes energy sensors. A mode based on the 

probabilistic option, the option of remaining energy nodes, 

the distance between nodes or a combination can elect the CH 

and cluster formation. - EECS (An Energy Efficient 

Clustering Scheme in Wireless Sensor Networks), published 

in 2005, [12] deals with the periodic collection by forming 

clusters and CHs locally formed and based on the energy of 

sensors. 

Beyond LEACH, the authors rely on a load balancing 

between the CH. The problem remains widespread. - MHEED 

(Multihop HEED) Unlike HEED, [13] introduced two 

variants. 

The first variant is based on using the best path built to 

convey data. In the second, the issuer chooses its next relay 

probabilistic way to balance the load between different relays. 

MHEED attempts to solve the problem of scale in HEED. The 

probabilistic approach leads to the formation of unequally 

sized clusters, which leads to imbalance in energy 

consumption across the network and thereby reduces the 

efficiency and network lifetime. 
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A second mode is the involvement of the base station in the 

choice of CH and clusters. Communication between nodes for 

the appointment of the head cluster is a source of energy 

consumption. To solve this problem, we turn to the base 

station to allow the setting up of cluster heads. Thus, we have 

- LE2AC (Low Energy Adaptive Connectionist Clustering). 

Like the above algorithms, [14] and [15] are based on the base 

station to establish its clusters. The nodes are equipped with 

GPS that allows the node to communicate its position and 

amount of energy. The base station will use the method in the 

Kohonen artificial neural network based methods of 

unsupervised learning to construct its clusters and elect the 

CH based on the geographical location and energy. 

All nodes communicate early with the base station which is 

huge in consumption and also in large scale; all nodes cannot 

reach the base station. - EEUC (An Energy-Efficient 

Distributed Unequal Clustering Protocol for Wireless Sensor 

Networks) EEUC is proposed in [16] to solve the problem of 

nodes that are close to the base station and are used 

extensively. It offers an uneven distribution of clusters with a 

high percentage of clusters away from the base station and a 

small percentage of clusters close to the base station. 

In this article, we focus on the probabilistic algorithm 

HEED. This is the most used in the literature. 

HEED (A Hybrid, Energy-Efficient, Distributed) 

In 2004, Ossama Younis and Sonia Fahmy HEED wrote 

[17]. They introduced a cost function for each sensor which is 

sent to each neighbor. HEED is selected with the CH whose 

cost function is minimal. Iterations with a probabilistic 

method are also used for the self-election of CHs, but with 

consideration of the residual energy of each sensor. The 

formula is: 

min

max

( , )i
prob prob

E
CH max C P

E
                 (2) 

Cprob is the desired ratio of CHs on the network, Ei the 

residual energy of sensor i and Pmin is a minimum probability 

eligibility to ensure the termination of the algorithm (to avoid 

an infinite number of iterations). At each iteration Cprob is 

multiplied by 2 (to a maximum of 1 when the sensor is 

guaranteed to be elected CH). 

Thus, HEED uses waste heat at the choice of CHs and inter 

cluster communication cost for nodes that are between two 

clusters. But, it does not resolve the extent of a large scale. 

Solutions above are able to save energy, to give a long life 

to the sensor network [2], [18]. But they have their limits [19], 

[20], [21], for example the ability of a node to self-evaluation 

in order to provide a longer life to the network. Our solutions 

will provide an alternative for a long lifetime of the sensor 

network. 

 

II. OUR ALGORITHM BASED ON THREE THRESHOLDS 

In hierarchical clusters, our method provides a simple 

solution to save energy consumed in the choice of CHs. It also 

permits to save energy during the demand for information on 

the energy situation of other sensors. Our solution will use the 

base station to create zones and the original CHS. Then, the 

base station will leave the choice of the next CHs to the 

original one. Then, it goes on. The sensor failure can have 

serious consequences on the life and activities of the network. 

In the life of the network, it is necessary to involve nodes that 

have an energy capacity greater than a certain threshold to 

avoid catches and unnecessary presence. This will permit to 

avoid long transmission time. This, in return, will help to 

avoid losses and retransmission of messages. Our solution 

allows proposing a maintenance algorithm to avoid a loss of 

energy caused by a failed node. It also saves the energy 

expended by the formation of clusters and cluster heads. We 

call our method the hybrid method. 

A. Principle 

The position of the base station is included in the energy 

consumption of the sensors. The establishment of clusters is 

also very difficult to manage sensor network. It is the same for 

the appointment of heads of clusters. It consumes a lot of 

energy. During the operation of the networks, the nodes 

slowly deplete their energy. This energy reaches a level where 

the node is no longer effective and therefore harmful to the 

operation of the network. These nodes can capture data but 

cannot send. They warn neighboring nodes to remain awake 

to receive data. To cope with the huge energy losses, our 

following solution is to give a long life to the network, to 

conserve energy so as to give a long life to the network. A 

simple solution is to divide symmetrically several ground 

areas compared to the size of the field and consider a 

percentage of ten percent of each zone as cluster head. The 

symmetrical division of land into several zones eliminates 

unnecessary nodes in the network operation by providing 

thresholds for each cluster and each zone. 

B. Description of the Algorithm 

The construction of our network is using the base station. 

The base station divides the field into several zones. Then, 

it designates area CHs among nearby nodes. (step1) To do this, 

the first idea is to compute a minimum energy and maximum 

energy consumption for each cluster. For this purpose, the 

minimum distance is derived from the node closest to the CH 

and the maximum distance is derived from the farthest node 

from the CH. We use the formulas of energy for this idea. This 

idea allows nodes to assess themselves in terms of energy 

stability and long lifetime of the network. These calculations 

are carried out at each CH and are communicated to the nodes 

for self-assessment (step2). The second idea is that our 

method permits the CH to assess itself by receiving energy 

from the nodes. When a node needs to send data to Cluster 

Head (CH), it must ensure its own energy capacity to prevent 

data loss and network stability. CHs take into account only the 

nodes that participate in the cluster and send data to 

destination. It takes into account only the nodes that are alive 

and can provide information (step3). The third is to enable 

heuristic CHs to determine their successors in the function of 

averaging (step4). It will designate the new CHs which are 

next to the old CHs with energy that is higher than the average. 

To sum up, there are the five following points. 

1) Division of the field into several zones and the 

designation of cluster heads 

2) Determination of the minimum and maximum 

consumption of each cluster 

3) Sending parameters to other nodes in the cluster for 

19

Journal of Advances in Computer Networks, Vol. 3, No. 1, March 2015



  

self-assessment 

4) Sending a message to CH involves the capture of the 

message and the amount of energy of each node that will 

be used by the CH to rebuild the cluster 

In the following, we describe formulas and algorithms that 

are used in this method. 

1) Construct zones and the cluster (step 1): In this part, we 

present the algorithm used to determine the division of 

the field into several zones and to construct the network 

with its cluster heads. Probabilistic algorithms consume a 

lot of energy in the communication because of the choice 

of CHs. On average, we can estimate n * (n-1) 

consumption of energy. Considering n node, there will be 

broadcast transmissions where there are n and n-1 

operations. This is huge for the establishment of the 

network. The zoning by the base station reduces the 

number of communications and CH nodes. This saves 

energy by limiting the communication of the sensors to 

their areas. Dividing the field into several zones with 

respect to the size of the field (symmetric sharing) or with 

respect to the concentration of the nodes: 

 

Algorithm 1: the algorithm executed by the BS 

i=1 

while i <= number(Zone) do 

Ki = number  - node(zonei) × 10%; 

Ei = all node zone i; 

for j = 1 to number-node (zonei) do 

while distance(nodej; BS) is minimal and K > 0 

do 

CH[k] = nodej; K = K - 1; 

E(node) = E(node) - nodej; 

end while 

for L = 1 to number (Zone) do 

Link (CH[L], neighbor[L]) ; 

end for 

end for 

end while 

 

2) Determination of thresholds of each cluster (step 2):  

In this section, we try to determine levels of thresholds that 

are necessary in our method. For this, we need some formulas 

taken from the literature. 

Ref. [6] gives the formulas compared to a message of k bits 

of a distance of meters. 

The transmitter consumes: 

 

Et(k; d) = Eelec(k)+Eamp(k; d) = Eelec× k +Eamp×k×d
2
  (3) 

 

And the receiver consumes: 

 

Er(k) = Eelec(k) = Eelec × k                   (4) 

 

Adding these two formulas, we deduce that we need a 

quantity: 

 

ERT(k; d) = 2 × Eelec × k + Eamp × k ×d
2
       (5) 

 

To cope with these huge energy losses, our algorithm 

determines the threshold below which the sensor turns off. 

At one point of the operation, each sensor must assess itself 

to avoid an unhealthy use of energy and that of others. They 

alert neighboring nodes which remained awake to receive 

data. 

3) Nodes Behavior (step 3): During the network lifetime, 

nodes follow a particular algorithm. This one determines 

if the node is able to stay alive in the network. 

  

Algorithm 2: the algorithm executed by the CH 

Determines the distance from the nearest node (Nmin) of CH. 

Determines the distance of the farthest node (Nmax) of CH 

Emin (threshold 1) and Emax (threshold 2) are calculated from 1 

and 2 

 

Emin (k; d) = 2 × Eelec × k + Eamp × k × Nmin             (6) 

 

Emax (k; d) = 2× Eelec × k + Eamp × k× Nmax2
            (7) 

 

send (Emin; Emax; nodes)                        (8) 

 

Algorithm 3: the algorithm executed by the node 

Ei is the energy of the node i 

If Ei < Emin then turn off the node  

else 

if (Ei >= Emax) then send the message to the CH 

else 

Sending the message to the node nearest 

endif 

endif 

 

4) Threshold designation of the cluster head (step 4): We 

propose thresholds so as to give long life to the network 

by removing nodes that may affect the operation of the 

network. 

It performs a data compression at each node. 

In addition to the messages to capture and send, each node 

is added to the message or its quantity power capacity to allow 

the CH or the base station to implement an effective strategy 

for the establishment of a new cluster. 

The CH can calculate the average energy. If the energy of 

CH is less than the average result, the CH triggers a new 

cluster formation and loses its role of CH. 

 

CH=P1_i_n(Ei)n                             (9) 

 

The algorithm is iterative. At each iteration, the CHs 

calculate after each transmission to the base station. 

We can transmit the succession role of a CH node by using 

the following criteria: 

 The CH is the node with the maximum amount of energy 

in the cluster. 

 The CH is the node closest to the center of gravity of the 

cluster (in the sense of physical distance). 

 The CH is the node closest to the base station. 

 

III. EXPERIMENTATION 

In this part, we present some experimentation in order to 

evaluate our method. We compare it with well-known 

algorithms. In our simulation of the algorithm, we also 
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simulated clustering algorithm LEACH and HEED using the 

SMAC platform (Simulation platform developed in Femto st 

laboratory). 

A. First Experimentations to Determine Initial 

Parameters 

The sensors which are randomly deployed in the field can 

be divided into several zones. 

We observe through the Fig. 1–Fig. 4, that the number of 

zones or cluster has an impact on network performance. 

 

 

 
Fig. 1. Performance of hybrid with rectangular zones. 

 

 
Fig. 2. Performance of hybrid with rectangular zones. 

 

Moreover, the more there are areas, the greater the 

performance decreases. With different positions of the base 

station, see Fig. 6, we found that for the radial, the best 

performance is obtained with eight areas. For the rectangular 

form, the best performance is obtained with three zones. This 

section allows to solve the complex problem of clustering 

parameters. In the remainder of the experiment, the two 

numbers of the most successful areas are used. 

 

 
Fig. 3. Performance of hybrid with radial zones. 

 

 
Fig. 4. Performance of hybrid with radial zones. 

 

Let us compare our approach with methods LEACH, 

HEED. 

We use the same communication model and the same data. 

The simulation parameters are in the Fig. 5.  

 

 
Fig. 5. Experiment parameters. 

 

At the beginning, we randomly deploy nodes in a given 

space (400mX400m), with the same amount of energy (E=2J). 

In our experimentation, we had a choice between rectangular 

and radial forms. We present the performance of our hybrid 

algorithm by setting the base station to the point P0 or P1. 

Using the theorem distance calculation, we calculate an 

initial clustering of n4odes on the variables x, y representing 

the coordinates of nodes by assigning roles to each node (or 

simply CH). The energy consumption of each node is 
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calculated by using the formulas cited using k = 2000 bytes, 

Eelec = 50 nJ/ bit and Eamp = 0.0013 pJ/bit/m2 after each 

transmission. 

The operation is repeated on the outcome of the previous 

step until there is the loss of a node or a CH due to lack of 

energy. 

The CHs are selected in all the clusters according to a 

selection criteria listed above. 

We considered that the measure network performance in 

our simulation is the number of messages sent to the base 

station over a lifetime, which is the time interval from the 

beginning of the operation of the sensor network until the 

death of the first node in the network. The position of the base 

station included in the energy consumption of the sensors 

(The graph of Fig. 6 clearly shows how the reliability of the 

average on the play position of the energy consumption). First, 

we placed the base station at P0 (x=200, y= 0) as shown in Fig. 

6. Secondly, we placed the base station at P1 (x=400, y= 0) as 

shown in Fig. 6. The BS at this position will have a similar 

connectivity as in the first scenario. 

 

 
Fig. 6. Illustration of the placements of the base station. 

 

B. Comparison with the Other Methods 

LEACH, HEED and our algorithm give the following 

diagrams (Fig. 7 and Fig. 8). These figures show the 

performance of our hybrid algorithm compared with LEACH 

and HEED. 

 

 

 
Fig. 7. Energy consumption. 

 

 
Fig. 8. Energy consumption. 

 

They also show that the greater the number of nodes, the 

more efficient our algorithm is especially in radial mode. The 

rectangular mode and radial mode are satisfactory as LEACH 

and HEED solutions. HEED is more efficient than LEACH in 

the presence of many nodes. Comparing with our algorithm, 

we note that our algorithm is much more economical at 30% 

than LEACH and 25% than HEED. 

 

IV. DISCUSSION 

LEACH and its derivatives do not take into account the 

realities on the ground. The methods are based on events. The 

amount of remaining energy is the main source in the choice 

of cluster-heads. The location of the cluster relative to the 

bore head is ignored. The position of the base station for 

critical events is usually different from the center of the well 

field. 

However, the energy loss for the nodes waiting for a 

message from another node with low energy capacity is 

enormous. 

Also, sending erroneous messages due to the low energy 

level raises a problem of insecurity in the network of sensors. 

Our algorithm ensures a good life to sensor networks. This 

algorithm can also extend the life of the network of sensors by 

putting out unnecessary nodes for the network operation. 

Nodes do not die randomly. A metric allows each node in a 

cluster to die at the right time. This algorithm provides an easy 

selection of the cluster head, avoiding a lot of communication 

between the nodes. Each cluster is made of autonomous 

nodes. 
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Experiments on SMAC showed an improvement in the life 

of the sensor network compared with LEACH and HEED. 

This method provides a better quality service than LEACH, 

HEED. 

It can be extended to other methods. However, our 

algorithm is perfectible about choosing the nearest neighbor. 

Also, it can be improved to update routing tables when a node 

disappears. 

 

V. CONCLUSION 

In this paper, we have been able to make a state of the art on 

the hierarchy in sensor networks to save energy. We proposed 

a solution to bring an additional quality in management. This 

quality is ignored in the basic algorithms of clustering and is 

the main thrust of new research in the coming years. This 

study has also allowed us to see the limits of the practice of 

certain solutions. 

Our solution allows to propose a maintenance algorithm to 

avoid a loss of energy caused by a failed node energy. It also 

saves the energy expended by the formation of clusters and 

cluster heads. 

In our implementation, we have determined the number of 

effective areas for a large scale of sensor network. Three 

thresholds have allowed us to evaluate and maintain the 

sensors for their role in the sensor network. 

As prospects, we will try to adapt our algorithm for mobile 

sensor networks to further reduce the energy of sensors and 

sensor network energy consumption. 
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