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Abstract—The concepts of Cloud Computing provide users with infrastructure, platform and software as service, which make those services more accessible for people via Internet. To better analyze the performance of Cloud Computing provisioning policies as well as resources allocation strategies, a toolkit named CloudSim was proposed. With CloudSim, the Cloud Computing environment can be easily constructed by modeling and simulating cloud computing components, such as datacenter, host, and virtual machine. A good scheduling strategy is the key to achieve load balancing among different machines as well as to improve the utilization of basic resources. Recently, the existing scheduling algorithms may work well in some presumptive cases in a single machine; however they are unable to make the best decision for the unforeseen future. In real world scenario, there would be numbers of tasks as well as several virtual machines working in parallel. Based on the concepts of multi-queue, this paper presents a new scheduling algorithm to schedule tasks with CloudSim by taking into account several parameters, including the machines’ capacity, the priority of tasks and the history log.

Index Terms—Hierarchical queue, load balancing, CloudSim.

I. INTRODUCTION

Cloud computing is an emerging computation model to use existing computing resources that are delivered as a form of service. Cloud computing, which provides computing resources, data and application of clouds, has many attractive benefits, such as scalability and reliability. However, with the popularity of computing service, rapidly increasing of users scale causes a huge amount of resources consumption. It’s a critical problem to improve resources utility and ensure high system performance. Therefore, it is important to evaluate the performance of cloud computing environment to predict valid cost to manage the cloud computing system. Tools such as SimJava [1] and GridSim [2] can be used to measure the performance. They are well-known simulation tools in grid computing but they do not support the features such as virtualization of cloud computing.

CloudSim is an extensible simulation toolkit that enables modeling and simulation of cloud computing systems and application provisioning environments [3]. Aiming to evaluate any cloud products in a timely, repeatable and controllable state to assure a good performance, CloudSim has the ability to model the components in cloud computing environment.

CloudSim is the only tool, which can evaluate the performance of this environment and it is based on SimJava and GridSim. It is suitable to simulate the situation with large amount of devices and data in cloud computing. Also, it can simulate the virtualization of computing nodes, network devices, and storage units.

Among all the components in cloud computing environment, load balancing is a really important one. Load balancing possesses a well-defined resources allocation policy thus to have a maximum throughput or a minimum response time. In CloudSim, there are two default allocation policies: Round Robin algorithm in a time-shared system and First Come First Serve algorithm in a space-shared system. These two algorithms may work well to simple scenarios with a small number of tasks. However, situations are much more complicated in a real cloud computing environment. There are several elements interact with each other to influence the final performance of a particular scheduling policy and the utilization of different kinds of resources.

II. RELATED WORK

Some algorithms have been analyzed, improved and simulated in CloudSim to achieve the load balancing, which mainly focus on the minimum response time in cloud computing environment.

In Soumya Ray’s work, they analyzed a few load balancing algorithms in cloud computing environments. They firstly identified qualitative components for simulation in cloud environment and then presented the different response time of various load balancing algorithms [4].

In [5], Ajay proposed a Dynamic Round Robin algorithm to optimize the load. Their contributions include two parts: using CloudSim to set up the cloud computing simulation platform, and varying the vital parameters, which shade important impact on load balancing. The result showed that the load had been optimized.

Amit [6] adopted an adaptive QoS (Quality of Service) aware virtual machine provision to achieve a full utilization of resources. By allocating tasks to different queues and set a high priority for urgent tasks, it reached a high throughput compared to other ways. The work of Amit as well as the work of Stefan [7] were focusing on the scheduling of virtual machines. Others may emphasize on CPU [8].

Service Level Appointment (SLA) is a general accepted standard to assess the cloud services. However, as related work mentioned above, most existing work considers a single SLA element, to improve resources utilization, multiple SLA parameters are interactional. In Rajnikant’s work [9], it considers multiple SLA parameters such as memory, network bandwidth, and required CPU time to improve the performance and efficiency of algorithm. Most similar, Tian’s dynamic scheduling algorithm called Least Integrated-load First (LIF) [10] also take into account multiple-dimensional resources.
III. ARCHITECTURE OF CLOUDSIM

CloudSim is a simulation tool to figure out the performance of cloud computing systems.

Fig. 1 shows the architecture of CloudSim. CloudSim is based on discrete event engine SimJava, by extending the programming model of GridSim to support the research and development of cloud computing. CloudSim provides support for data center environment based on virtualized cloud, which includes dedicated management interface of virtual machines and modeling and simulation of memory, storage, and bandwidth. During simulation, CloudSim could manage the instances as well as the execution of core entities including VMs (Virtual Machines), host, data center and application [3]. Initial releases of CloudSim used SimJava to support several core functionalities, such as queuing and processing of events, creation of Cloud system entities, communication between components, and management of the simulation clock. However in the current release, the SimJava layer has been removed in order to allow some advanced operations that are not supported by it [3].

The CloudSim provides support for modeling and simulation of virtualized Cloud-based data center environments. The fundamental issues, such as provisioning of hosts to VMs, managing application execution, and monitoring dynamic system state, are handled by CloudSim.

A Cloud provider, who wants to study the efficiency of different policies in allocating its hosts to VMs (VM provisioning), could implement his strategies by CloudSim. Such implementation can be done by programatically extending the core VM provisioning functionality.

On top of the CloudSim software is the User Code that exposes basic entities for hosts (number of machines, their specification, and so on), applications (number of tasks and their requirements), VMs, number of users and their application types, and broker scheduling policies. By extending the basic entities given at this layer, a Cloud application developer can perform the following activities: (i) generate a mix of workload request distributions, application configurations; (ii) model Cloud availability scenarios and perform robust tests based on the custom configurations; and (iii) implement custom application provisioning techniques for clouds and their federation [3].

CloudSim has several features that are different from existing tools such as SimJava and GridSim. First of all, CloudSim can support large scale and virtual machines. Also, it offers a self-contained platform to simulate data centers, service brokers, scheduling, and allocation policies to specialized environment of cloud computing. Lastly, CloudSim provides availability of virtualization engine and flexibility to switch between space-shared and time-shared allocation.

IV. SCHEDULING

Inspired by the concept of multi-queue, we present a queue-based task scheduling algorithm which devotes to achieving a minimum completion time of job being scheduled so far as well as to striking the load balancing of all virtual machines. A global queue is adopted to store all the new incoming tasks. In our algorithm, there are three different virtual machines, the power and capacity of which are shown in the Fig. 2. There are three local queues correspond to three different virtual machines.

Fig. 2 shows the rough idea about the configuration we will implement in the algorithm. The main parameters are MIPS (Million Instructions per Second), PEs (or CPU cores), Ram (or memory) and bandwidth.

To optimize the utilization of all resources and achieve load balancing at the same time, this paper proposes a scheduling algorithm to detect the status of all virtual machines in real time. The algorithm, based on the history of new coming jobs, tries to dispatch unscheduled jobs in global queue actively to avoid a long idle time on virtual machines. The core concept is shown in the Fig. 3, and pseudo code is shown in Fig. 4. Take an example. Suppose job 1 has a length of 20MI (Million Instruction), first calculate its completion times in three virtual machines. If the maximum completion time is shorter than the average arriving time and average processing time according to Log, the job 1 should be scheduled now. To do the dispatching, first compare the completion time of each virtual machine by using the formulation $t = \frac{L_i}{C_i}$, where $L_i$ is the whole list of instructions that machine $i$ need to process (Unit: MI, Million Instruction) and $C_i$ (Unit: MIPS, Million Instruction Per Second) the capacity of machine $i$. In this example, virtual machine 1 ($vml_1$) has the minimum completion time among three virtual machines. Therefore, job 1 is allocated to virtual machine 1.
machine 1.

<table>
<thead>
<tr>
<th>Virtual Machine</th>
<th>MIPS</th>
<th>PEs</th>
<th>Ram</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual Machine 1</td>
<td>300</td>
<td>1</td>
<td>2048</td>
<td>1000</td>
</tr>
<tr>
<td>Virtual Machine 2</td>
<td>200</td>
<td>1</td>
<td>1024</td>
<td>1000</td>
</tr>
<tr>
<td>Virtual Machine 3</td>
<td>100</td>
<td>1</td>
<td>512</td>
<td>1000</td>
</tr>
</tbody>
</table>

Fig. 2. VM configurations.

We use a variable utilization rate to measure the loading of each virtual machine. The formulation is as simple as this:

\[
\text{utilization}_i = \frac{P_i}{v_i + p_i}
\]

where \(P_i\) represents the processing time of \(VM_i\) and \(v_i\) is the idle time of \(VM_i\).

To assess the performance of the whole system, we consider the completion time of the tasks scheduled so far.

\[
\text{Completion}_i = \sum C_{p_i}
\]

where \(C_{p_i}\) means the completion time of job \(i\).

The pseudo code proposed by this paper is shown as below.

```
//the new incoming tasks will be put into global queue
//waiting to be scheduled
//p;: the processing time of task
//aveTime: the average processing time of task
//reachTime: the average reaching time of task
globalQueueScheduling()
begin
  //add new coming task to global queue
  globalQueue.add(newTaskList);
  //calculate the average reaching time
  t1=aveReachTimeLog(taskList);
  //calculate the average completed time
  t2=aveCompletedTimeLog(taskList);
  //select the task from global queue which has the
  //minimum processing time
  min=select_min_time(taskList);
  //decide whether we should schedule the job now
  if (min<t1&&min<t2)
    allocate_job();//allocate task to vm
end
allocate_job()
begin
  minLoad=vm[0].vmLength/vm[0].vmCapacity;
  minIndex=0;
  for i from 1 to 2
    if(vm[i].vmLength/vm[i].vmCapacity<minLoad)
      minIndex=i;
      continue;
  allocate job to vm[minIndex];
end
```

Fig. 3. Task scheduling.

V. CONCLUSION

With CloudSim, it is easy to simulate a cloud computing environment. Especially, it would act as a test-bed to test the proposed product before putting into use without a considerable cost. Based on the API provided by CloudSim, this paper proposes a queue-based task scheduling algorithm, thus to detect the status of every machine to make more reasonable decision. Offline global task scheduling is implemented in CloudSim environment. To allocate tasks to various virtual machines, we have considered virtual machines with different configurations (MIPS, memory, and storage). As a more comprehensive view, to simulate more real word environment, SLA should be taken into consideration.
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