Abstract—Wavelet packet modulation (WPM) is used as an alternative to orthogonal frequency division multiplexing (OFDM) as multicarrier modulation (MCM) technique, recently. High peak-to-average power ratio (PAPR) value of the MCM signals decreases the systems performance due to using nonlinear amplifier in the system transmitter. Generally, partial transmit sequence (PTS) technique is used to reduce PAPR in MCM systems. In this paper, we use the artificial bee colony (ABC) algorithm to reduce the PAPR value of the PTS for WPM signals. The performance of the artificial bee colony algorithm for 6th Daubechies wavelets was compared with the original WPM for different Daubechies wavelets, random search PTS for 6th Daubechies wavelets and optimum PTS by computer simulations.
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I. INTRODUCTION

A multicarrier modulation based on wavelet packet transform is called wavelet packet modulation (WPM) [1]-[4]. WPM supplies both the time and the frequency resolution for the transmission signals. In other words, WPM subchannels can have different bandwidths and symbol rates, contrarily OFDM subchannels which have equal bandwidths. Bandwidths and symbol rates of the WPM subchannels can be optimized according to the system requirements. WPM signals can have less peak-to-average power ratio (PAPR) values than OFDM signals. Moreover, the major advantage of WPM is its flexibility. This feature makes it eminently suitable for future generation of communication systems. With the ever-increasing need for enhanced performance, communication systems can no longer be designed for average performance while assuming channel conditions. Instead, new generation systems have to be designed to conditions. This situation has led to the study of flexible and reconfigurable systems capable of optimizing performance according to the current channel response.

Although, MCM has many advantages its main drawback is the high PAPR derived from using high power amplifier (HPA) in the transmitter. In order to reduce high PAPR, a lot of techniques such as clipping, coding, selected mapping (SLM), partial transmit sequences (PTS), tone injection (TI),
tone reservation (TR) and active constellation extension (ACE) are used [5]-[16]. PTS is the most studied method for PAPR reduction because it has a strong PAPR reduction performance. In the literature, there are some studies using artificial optimization methods as genetic algorithm (GA), simulating annealing, differential evolution (DE), particle swarm optimization (PSO), parallel tabu search and artificial bee colony (ABC) algorithm to reduce high peak-to-average power ratio (PAPR) value of the multicarrier modulation techniques such as OFDM and MC-CDMA [17]-[23].

In this paper, we use the artificial bee colony (ABC) algorithm to reduce the PAPR value of the PTS for WPM signals. The ABC algorithm [24]-[27] is an intelligent swarm optimization algorithm based on intelligent foraging behaviour of a honey bee swarm. In the (ABC-PTS) scheme, each food source equals a phase factor vector and honey bees goal to find the optimum food source which gives the maximum PAPR reduction performance.

The paper is organised as follows: In Section II, the wavelet packet modulation (WPC) and PAPR of the WPC signals are described. In Section III, PTS for PAPR reduction is introduced. In Section IV, ABC algorithm for PTS is given. In Section V, the simulation results are presented. In Section VI, conclusions are given.

II. SYSTEM MODEL

The system model used for the simulations is given in Fig. 1. It is seen from this figure, user bits are interleaved to avoid from the burst errors in the communication channel and the signal is modulated with QAM. Then partial transmit sequence (PTS) is used to reduce high peak-to-average power ratio (PAPR) value of the signal. Side information is sent to

Fig. 1. Block diagram of the system model.
the receiver to obtain the original WPM signal. The signal is amplified by the high power amplifier (HPA). Then cycle prefix is added to the signal to avoid intersymbol interference (ISI). At the receiver, the extraction of cyclic prefix is performed and then discrete wavelet transformation (DWT) is taken. Phase rotation is made to obtain phase of the original WPM signal with the aid of the side information and then the signal is demodulated. Deinterleaver carries each QAM symbol to the original place in the bit stream [1].

A. Wavelet Packet Modulation

Wavelet Packet Modulation (WPM) is realized by the use of the inverse discrete wavelet transformation (IDWT) at the transmitter and discrete wavelet transformation (DWT) at the receiver, similar to the IFFT and the FFT in OFDM systems. In wavelet theory, wavelet function is represented by high-pass filter with impulse responses \( h[m] \) and scaling function is represented by low-pass filter with impulse responses \( g[m] \). Discrete time filters are used to realize the wavelet transformation. The subcarriers of the WPM system are derived via a wavelet packet transform (WPT). The coefficients of wavelet packet filter banks are computed with an algorithm that performs iterations of two channel filter bank decomposition or reconstruction. Wavelet packets are given as follows [2]:

\[
\psi_{k+1, 2_p}^m[m] = \sqrt{2} \sum_{m} h[m] \psi_{k, p}^m[m - 2^k m] \\
\psi_{k+1, 2_p}^m[m] = \sqrt{2} \sum_{m} g[m] \psi_{k, p}^m[m - 2^k m]
\]

where \( \psi_{k, p}^m [m] \) denotes \( p^{th} \) wavelet packet function at the \( k^{th} \) level. In wavelet packet modulation, the number of iteration determines the number of subcarriers with \( N=2^{ni} \) where \( ni \) denotes the number of iterations. By the aid of inverse discrete wavelet packet transformation (IDWPT), two signals are sampled and filtered by HPF and LPF. By adding the outputs of HPF and LPF filters, the transmitted signal for WPM is obtained as [2]

\[
S_{WPM}(m) = \sum_{p=0}^{N-1} \sum_{l=0}^{ni-1} a_p(l) \psi_{X, p}^m(m - lN)
\]

where \( a_p(l) \) are complex data symbols of different parallel streams \( p \), \( \psi_{X, p}^m \) denotes synthesis wavelet packet function for the \( p^{th} \) sub channel.

In the receiver, the discrete wavelet packet transformation (DWPT) is realised to bring the signals back to their original domain. In an iteration of DWPT, the input signal is filtered by HPF and LPF, decomposing original signal into two parts. Each of the decomposed parts is then down sampled by two satisfying the Nyquist rule [2].

B. PAPR of the WPM Signal

The PAPR of the transmitted signal \( x(t) \) is defined as the ratio of the peak power \( (P_{peak} = \max \{ |x(t)|^2 \}) \) over the average power \( (P_{ave} = E \{ |x(t)|^2 \}) \). In digital implementations of communications transceivers, rather than using the continuous time signal \( x(t) \) in PAPR computation, we instead work with \( x[n] \), the discrete time samples of \( x(t) \), provided that an oversampling factor of at least 4 is used. PAPR is expressed as:

\[
PAPR = \max \left\{ \frac{|x(m)|^2}{E\{ |x(n)|^2 \}} \right\}
\]

where \( E[.] \) denotes ensemble average calculated over the duration of the WPM symbol.

In this paper, the performance of the proposed PAPR reduction scheme is demonstrated through the complementary cumulative distribution function (CCDF) of PAPR. Given the reference level \( PAPR_0 > 0 \), the probability of a PAPR being higher than the reference value is the CCDF and is expressed as follows:

\[
CCDF(PAPR_0) = P \{ PAPR > PAPR_0 \}
\]

For practical reasons, the CCDF of PAPR is calculated based on the percentage of the WPM frames for which PAPR exceeds the threshold \( PAPR_0 \).

III. PTS FOR PAPR REDUCTION

The block diagram of the PTS is shown in Fig. 2. Wavelet packet modulation data symbols \( X \) are used as the input data for the PTS optimization. First, the input data symbol \( X \) is partitioned into \( V \) disjoint sub-blocks. \( X \) is denoted as

\[
X = \sum_{i=0}^{V-1} X^{(i)}
\]

In order to insert \((L-1)N\) zeros in the data symbol, oversampling is realized. Then inverse discrete wavelet transform (IDWT) is taken and subblocks are transformed into \( x^{(i)} = [x_0^{(i)}, x_1^{(i)}, ..., x_{(L-2)N}^{(i)}], 0 \leq i \leq V - 1 \). Each subblock is rotated by phase factors \( b_i = e^{j\phi} \), where \( \phi \in (0, 2\pi) \), and finally the subblocks are summed. After the PTS operation, the WPM signal becomes.
\[ x(n) = \sum_{i=0}^{V-1} b_i x^{(r)} \]  

(7)

In the phase optimization, because the phase factor of the first subblocks is taken as \( b_0 = 1 \), there are \( W^{k-1} \) alternative \( b \) combinations, where \( b = [b_0, b_1, b_2, \ldots, b_{V-1}] \) and \( W \) is the number of the phase factors. In sequence \( b, b_i \) values are as follows:

\[
    b_i = \begin{cases} 
        \{\pm 1\}, & \text{if } W = 2 \\
        \{\pm 1, \pm j\}, & \text{if } W = 4 
    \end{cases}
\]  

(8)

IV. ABC ALGORITHM FOR PTS

The Artificial Bee Colony (ABC) is a recently-proposed optimization algorithm that simulates the foraging behaviour of honeybee colonies [24]-[27]. In the ABC algorithm, the position of a food source represents a possible solution to the optimization problem and the amount of nectar in the food source corresponds to the quality (fitness) of the associated solution. The ABC algorithm consists of three main phases, which are the phases of employed bees, onlooker bees and scout bees. At the first phase, the ABC generates a randomly distributed initial population with employed bees. An employed bee produces a modification of the position (solution) in her memory, depending on the local information (visual information), and tests the nectar amount (fitness value) of the new source. If the new nectar amount is higher than that of the previous source, the bee memorizes the new position and forgets the old one. Otherwise, she keeps the position of the previous source in her memory. After all employed bees complete the search process, they share the nectar information of the food sources and their position information with the onlooker bees.

In the PAPR reduction problem using artificial bee colony algorithm, a food source position equals a phase vector

\[
    b_i = [b_{i1}, b_{i2}, \ldots, b_{i(V-1)}], \quad i = 1, 2, \ldots, SN \text{ where SN shows the population size.}
\]

In the algorithm, the employed bees search a new food source within the neighbourhood of the previous source. If the nectar amount of the new source is higher than previous one, the new source is accepted as possible optimum solution. The new food source (the new phase vector) is denoted by

\[
    b_i = b_i + \Phi (b_i - b_i') \]  

(9)

where \( b_i' \) is a solution within the neighbourhood of the \( b_i \), \( \Phi \) is a random number in the range [-1,1]. First, in the ABC-PTS, employed bees move to food sources. The nectar amount of the food source determines the quality or fitness of the solution. Each employed bee calculates the fitness value where \( \text{fit}(b_i) \) represents the PAPR value of the signal and which represents the PAPR value of the signal by

\[
    \text{fit}(b_i) = \begin{cases} 
        1 & \text{if } \text{fit}(b_i) \geq 0 \\
        1 + \text{abs}(\text{fit}(b_i)) & \text{if } \text{fit}(b_i) < 0 
    \end{cases}
\]  

(10)

The value of \( \text{fit}(b_i) \) is desired to be minimum.

In nature, onlooker bees watch the dances of the employed bees and select a food source depending on these dances which point at the rich sources. If a source is richer, the employed bee of this source dances more attractive and this source is more probable to be chosen by onlooker bees. Onlooker bees move to new food sources depending on the knowledge taken from the employed bees. The probability of selecting a food source by an onlooker bee is calculated as

\[
    p_i = \frac{\text{fit}(b_i)}{\sum_{j=1}^{SN} \text{fit}(b_j)}
\]  

(11)

In the ABC algorithm for PTS, after the employed bees and the onlooker bees complete their task, the employed bees become the scout bees to search randomly for new food sources with a factor of \( \text{rand}(0,1) \) by the following formula:

\[
    b_i = \text{min}(b_i) + \text{rand}(0,1) \times (\text{max}(b_i) - \text{min}(b_i))
\]  

(12)

where \( \text{min}(b_i) \) and \( \text{max}(b_i) \) are lower and upper bounds of the phase vector.

The algorithm are repeated within maximum number of cycle (MCN). In a cycle, possible SN solutions are produced. In the PTS algorithm using ABC algorithm, MCN*SN possible solutions are produced to obtain the optimum phase vector.

V. SIMULATION RESULTS

In the simulations, WPM system has \( N=256 \) subcarriers and QAM modulation was used. HPA is used with IBO=0,3,6 dB and \( p=0.5, 2 \). Oversampling factor of the transmitted signal is \( L=4 \). In the simulations, the signal is transmitted over AWGN channel. WPM signals are randomly partitioned into \( V=16 \) subblocks. The number of the phase factor is selected as \( W=2 \).

PAPR comparisons of WPM, random search, artificial bee colony and optimum PTS are given in Fig. 3. Simulation results are given for wavelet packet modulation using 1\textsuperscript{st}, 6th, 12th and 20th Daubechies wavelets. 1\textsuperscript{st} Daubechies wavelet
yields the worst performance while 20th Daubechies wavelet yields the best performance for original wavelet packet modulation. Simulation results of random search PTS for 6th Daubechies wavelets are given for search number \( S=4000 \). Simulation results of artificial bee colony algorithm for 6th Daubechies wavelets are given for search numbers 250 and 1000, respectively. It is seen from Fig. 3 that random search PTS, ABC PTS and optimum PTS require roughly 4 dB less PAPR value according to the original wavelet packet modulation when \( \text{CCDF}=10^{-3} \). According to the Fig. 3, ABC PTS with search number \( S=1000 \) requires less PAPR according to random search PTS. Optimum PTS yields the best performance.

![Fig. 4. PAPR comparisons of the ABC-PTS with different MCN, the RS-PTS with different search numbers and the optimum-PTS.](image)

PAPR comparison of ABC-PTS and random search PTS for 6th Daubechies wavelets are given in Fig. 4 for different parameters. Simulation results of ABC PTS are given for the population size \( SN=10 \) and different maximum cycle numbers. Simulation results of random search PTS are given for different search numbers. The PAPR values of the ABC PTS decrease when the maximum cycle numbers are increase. The PAPR values of the random search PTS decrease when the search numbers are increase. ABC PTS with MCN=100 yields better performance according to random search PTS with \( S=4000 \).

VI. CONCLUSION

In this paper, PAPR reduction using artificial bee colony (ABC) algorithm for PTS is proposed for wavelet packet modulation. The performance of the artificial bee colony algorithm for 6th Daubechies wavelets was compared with the original WPM for different Daubechies wavelets, random search PTS for 6th Daubechies wavelets and optimum PTS by computer simulations. According to the simulation results, ABC algorithm for PTS yields better performance than random search PTS. ABC algorithm for PTS also yields near performance to the optimum PTS.
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